. ——

-t

e e h—

SOME FURTHER RESULTS ON
DIGITAL SEARCH TREES
Peter Kirschenhofer,Helmut Prodinger
Institut fir Algebra und Diskrete Mathematik
TU Vienna, A-1040 Vienna, Wiedner Hauptstr.8-10, Austria

1. INTRODUCTION

Our purpose in this paper is the study of digital search trees, 4
(binary) tries and Patricia tries; a wealth of information about thesef
important data structures can be found in Knuth's book [2]; compare
also Flajolet and Sedgewick [1].

Considering digital search trees, we assume that each item has a key
being an infinite sequence of O and 1, where O means "go left" and 1

means "go right", until an empty space is available for the insertion
of the item:

A : 0O10...
B : 110...
c : 111...
D : 001...
E : 0O0O...

Note that the order in which the keys are inserted is relevant.

(Binary)tries follow the same idea, but the items are stored in the

leaves, which makes the relative order of insertion irrelevant:

Patricia tries are constructed from tries by collapsing one-way
branches on internal nodes:
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In all 3 cases our parameter of interest is the number of nodes exa-
mined during a successful search, which corresponds to the internal
path length in the digital search tree-case, and to the external path

length in the two other cases.

The averages of these parameters were determined by Knuth [2] by means
of the Mellin integral transform. Flajolet and Sedgewick gave alter-
native derivations in [1]; they use a rather simple but very useful
formula due to S.0.Rice making the whole story easier and more trans-
parent. (Compare Lemma 4.)

In Sections2 to 4 of this paper we deal with the variances in all 3
cases; this quantity was never studied up to now. We use Rice's (or
Flajolet's and Sedgewick's) method, since we feel that the original
approach of Knuth might be to complicated and less transparent (even
though we recently learned from W.Szpankowski that a Mellin trans-
form approach might be feasible, compare [4],(5]).

-

In Section 2 we give a relatively detailed derivation for the in-
stance of tries, since this case is the easiest one; in Sections 3
and 4 we continue with Patricia tries and digital search trees, res-
pectively.

Since it is needed in the further considerations we cite the follo-

wing result:

THEOREM 1[Knuth;Flajolet,Sedgewick]:

The expected value of the external path length of a trie resp. a
Patricia trie built from N records with keys from random bit streams
is

Y 1 (T]
N(logaN + Togz * 27 8 (logaN)) + 0(1)
resp.
Yy _ 1 [p]
N(logaN + Tog s 2 °* ) (loga2N)) + 0(1),

(1) 5y = L]

where y is Euler's constant and § (x) is a periodic func-

tion with period 1 and very small amplitude:

s = s T 6T (mep) e 2RNEX
9 “ xez,kx*0
with O =1+2kni/log 2.

The expected value of the internal path length of a digital search
tree built from N records with keys from random bit streams is

N(logaN + ghxls + 3 - a + 6/ (logam) + 0n'/2)
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where o = | —— = 1,606695...
>

and
GED](X)

1 z 2knix

F(-wk)e . O
log 2 keZ,k#0

So the averages are of order N.log N.

In sections 2 to 4 we will prove the following result on the variances
which shows that they are of order N:

THEQOREM 2: The variance is asymptotic to: In the case of

14 . + g[TJ(logzN))

[T] (Tries) N. ( ) & Toga2

[P] (Patricia tries)

1 2 _ 2 2 (P]

N. (T3 * T o557 - Tog 3 o9 I]; (1 + 2A) +o' " - (logaN) )
[D] (Digital search trees) :
1 72 1 _ _ (D]

N. ( ) + g Toga2 + 15952 a B + o (logaN))

with a from Theorem 1, g =

k>1 (2k-1)2 '
and the periodic functions
[T] 2 ’ 2kmix (T3] 2
o (x) = —=—== z (r(~wy)~w, I''(~w,. )=yw, T (-w,.))e - (s (x))"~,
log=2 K0 k k k k k
[P] _ [T] 2 _ - 2knix
o (x) =0 (x) + Tog 2 k;o ka( wk)(1 Ek)e
-1
. 1%k
with g, = 7} (1 + =) - 1} ’
ka3 [ 22
and ,
ot x) = 5z [ (-0 (mu )+ (=) T (e ) 2T - (6P ()2

k#0

Ignoring the small fluctuations we have the following
COROLLARY 3: The variances are roughly

[T] N.3,5070...

(P] N.1,0000...

[D] N.2,7841...

In the last section we consider the distribution of various types of
nodes in the three types of data structures. This is a continuation

of the investigations of [1], where Flajolet and Sedgewick have solved
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an open problem of Knuth, namely to determine the expected number of

internal nodes ® of the type C} in digital search trees built from

o
N records.

[zk]f(z) denotes the coefficient of K in the power series f(z).

2. TRIES

Let hN(z) be the generating function with [zk]hN(z) the expected
number of external nodes at level k in the family of tries built from
N records with keys from random bit streams. Note that hN(1) = N, the
expected external path length is hﬁ(1) and the variance of this para-
meter (which will be computed now) is

hi(1) + hy(1) - x(hi(1))2. (2.1)

From [2]) we know the recursion

1-N /N
(z) = 2 N z+h, (z), N22,
hy Lo Gzemy .

ho(z) = 0, h1(z) = 1.

We need some more generating functions:

~ N N
R(z) = ] h'(1) 2, s(z) = hr(1) 2,
Neo N N1 NgO N N1
V(z) = e 2.R(z) = Z v EE and
Nio N NI
N
wW({z) = e-z.S(z) = W 2
Ngo N N1
From (2.2) we have
" 1-N N " ]
by = 2" (YY) mp+2ng (1), w20,
and thus
S(z) = 2s(§) e2/2 4 4R<§) eZ/2
resp.
W(z) = 2w(§> + 4v(-§> )

From [1] we have

N
N(-1)
N 1N ’
so that 1-N N
2+2 N+ (=1)
"N (121N, 2 o) 1
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By S(z) = e?.W(z) we get

1-k

- .k
22 (E) ('1)}( 22 -k . (2.3)
2

h"(1) -
N (1-2' 752

k
The asymptotic evaluation of this alternating sum is now attacked by

"Rice's method"” using a classical formula for finite differences [3].

LEMMA 4[NO6rlund]: Let C be a curve surrounding the points 2,...,N and
f(z) be analytic within C. Then

I (Me-n e = =1 [(nzlf(2)az
k2

with [N;z] =

Applying the Lemma to expression (2.3) and moving the contour of inte-
gration to the left of the line with Re z = 1 (compare [1] for techni-
cal details), we obtain

hg (1)~ ) Res([N;z]f(z);z=mk) (2.4)

k€Z

In order to determine the residues, we have to work out the local
expansions of
2~21-z-z
(1-217%)2
about the poles ©®q = 1(triple) and mk,k¢0,(double). For this purpose

[(N;z]f(2) = [N;z])- (2.5)

we manage to get a list of local expansions of the "ingredients":
With uw = z-1 and L = log 2 we have:

(N;z] ~ % <1+u(HN_1-1)+u (1-H + = Hi_ + x H(Z)g

N-1" 2 1 2 TN-1
(HN resp. Héz) denoting Harmonic numbers)
21—2 n 1-Lu + L;u2
v g (B 39)
! v ! (1+Lu+ T% L2u2).

(1-2V"%)2  paya2

The expansions in u = z=0, read:

@

[N;2z] ~ N K [T(-o)+u(-T" (0,)+T (-0, ) log N)]

2'77% & 1-Lu
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1 1 Lu ’
TSz Tt T (2.7)

1

=22 ~ 33 (1 * Lu
L u

Calculating the residues of 5) we obtain by (2.4)

(
N
6

wiry L N2 (2). _
hg (1) 2 (Hgoq * Hy-?) *
2N k! '
) I N (F (mwy ) uy (=T' (=w ) +T (=) ) 1og N)) .
k70

Inserting the asymptotic expansion of the Harmonic numbers and using
the asymptotic equivalents for h&(1) from Theorem 1, we get Theorem 2
{rl.

3. PATRICIA TRIES

We keep the notation of Section 2, but now always refering to Patricia

tries.

The recurrence relation for hN(z) is now

he(z) = 2" N [ (hazn (2)-2"N(z-1)ng(2), N22; hg(z)=h, (z) = 1. (3.1)
k>0 :
The functional equation for W(z) reads
W(z) = 2W(§) + 4(1—e'z/2)V(§) (3.2)
where ([13])
N(-1Y
Vo, = , N22.
N T OON-T_,
Hence
) N, 2k (-1 ) N .2k (-1 K ) [ 1 k-1 ]
"(1) = (L) —=—r—sy - (L)~ (1 + —) - 1. (3.3)
P k32 K 2%y 2 kS Rk 5, 2
So Rice's method can be used with
22 z-1
£(z) z - - 1]. (3.4)
2% 1_)% 2271, x>1 [

We may now use the local expansions from (2.6) and (2.7) together
with (z-1):

[(1 + 4%42'1 - 1] ~ (z=1).log || (1 + —-)

A1 2 A21

and Theorem 2 [P] follows immediately.
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4. DIGITAL SEARCH TREES

From Knuth [2,p.496] we have([zk]hN(z) now refering to internal nodes)

N k z
ho(z) = | -t 0 (- = (4.1)
N k20 <k+1> 0<3<k 23
so that, after some easy manipulations,
" _ NY Lk . -
b (1) = 2k£2<k) 15T, - T(x-2) (4.2)

with (compare [1])

Qg = 2(1)/Q(2™) and Q(z) = 1 (1- =3

, j21 27
and
T(R) = ] —— .
1<3<k 29-1
The appropriate extension of T(k) to C is
. 1
T(z) = a' = ) =—m—— .
321 2%%3

Rice's method can be applied, taking the local expansions for Q(z)
from [1] extended by one more term; the local expansion of T(z-2) is

_ 11 1 - _
T(z—2) ~ T =7 + 5 +(z=-1)L [ T3 +a+B]

and
1

Z o

Calculating the residues from the local expansions, which is straight-

1 1

forward but tedious, we arrive at part [D] of Theorem 2.

5. DISTRIBUTION OF VARIOUS TYPES OF NODES

In solving an open problem due to Knuth, Flajolet and Sedgewick [ 1]

D]

have counted the average number AL of nodes with both sons external

nodes (d/a\b) in digital search trees built from N records with keys

from random bit streams:

THEOREM 5 [1]:

(D]

AN v Neo(u+ T[D]

(logaN))
with

X+1 X :
) k2 - ¥ — 4 1= < I —%——) . ( L + 03-4)
k21 1+3...(2%=1) 1535k 27-1 k21 2%-1 log 2

and
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k .
Py = 101 (n i1> ) (mk-1)r‘(mk-2)e2knlx. 0
9 k21 2 k+0
The corresponding averades B&D] and C[D] of internal nodes ® of
type d/C\E resp. &}3\ are then related to A&D] by the relations
o}
2 (D] + ZB{D] = N+ (enumerating leaves)
Ay N
and
AéD] + 2B§D] + céD] = N (enumerating internal nodes)
so that
COROLLARY 6: BIEJD] ~ 5 (1-u-7 P (1ogaN))
(D] (D]
CN ~ AN .
Now we turn our attention to tries built from N records and the
averages AN [T] T] and D[T] of internal nodes © of type

/@\ /X f\ resp. \O.

The average L. of the total number of internal nodes is, implicitely,

N
given in Knuth [2,p.494]:
N - - 2kﬂi'logzN]
'y ¥ Tog 3 [1 + kZO r(-e,) (e, ,-1)e (5.1)

We have the following relations

(7] (] _ .
2AN + ZBN = N (enumerating leaves)
2A§T] + ZBgT] + ZDéT] = 2N+1 (enumerating leaves of the extended
binary tree)
A&T] + ZBéT] + CéT] + 2D§T] = lN (enumerating internal nodes).
Thus we havé
(r] _ N _ [T
By T T2 T Ny
(7] (T} _
Cy = By 1 (5.2)
(r] _ 1 -
DN =3 (LN + 1 N).
r A&T] we have the recurrence relation
[T] _ § 1N [T] _ (7] o o AlT) _
A = kgo 2N x +AN k) N23,A5" " = A, =0,A7 " =1, (5.3)
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Using generating functions as before

LIS (=1) Kk (k=1)
e k22<k) 4(1-2"7%

and Rice's method can be applied to get

THEOREM 7:
(7] N < 2kni-logzN>
NV — 1+ Z o, (0, ~1)T(-w, )e .
Ay 1 log 2 o Ok X
, L . (p] _ [T}
The corresponding averagesfor Patricia tries are AN = AN ’
Bép] = BéT] and Cépl = C[T], (D[P] = O!) because of their construction
N N
from tries.
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